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Abstract—Personalization and adaptation are at the core of Intelligent Tutoring Systems. The Bayesian Knowledge Tracing (BKT) Student Model is a time-tested method that maintains information about students’ knowledge levels for the different skills in the topic domain. In our previous work, we had proposed the Personalized, Clustered, Bayesian Knowledge Tracing (PC-BKT) model that individualizes the learning of skills for each student and additionally improves the prediction for the cold start problem. A clustering of both students and skills based on a student and skill capability matrix was used to learn the prior skills to deal with the cold start problem, which is the prediction for either new skills or new students. Both the BKT and the PC-BKT models assume that a skill once learnt is never forgotten. But forgetting is pervasive. If a previously learnt skill is not used for a while, there is a higher chance of forgetting it. One of the factors that influence the forgetting is the time duration before the current attempt at using a skill and the previous attempt. We incorporate forgetting as a time decay function in the BKT and PC-BKT models and show significant increase in the accuracy of the student prediction.
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I. INTRODUCTION

Computer systems have been used for educational purposes since the early 1960s [6]. An Intelligent Tutoring System (ITS) is a type of e-learning system that determines the sequence and presentation of content based on the performance of students.

Intelligent tutoring systems aim to help students learn effectively in an efficient manner by presenting the content that most contributes to learning. Shute et al. (1989) compared the learning of a traditional economics course with an ITS and found that the traditional course took twice the amount of time, while learning was comparable. A major benefit of ITS is in the correct diagnosis and efficient delivery of learning materials that best suit the learners.

Personalizing to student needs are what differentiate an ITS from an e-learning systems without intelligence. ITS may personalize the content to present, the method of presentation, the sequence of presentation and the presentation modality.

Hence, the ITS needs to maintain student models, content models and context models to adapt appropriately to the students’ learning needs. An accurate student model forms the heart of the ITS and helps tailor instruction and assessment that is most effective for the student.

While many student models have been the study of intense research, the Bayesian Knowledge Tracing model has both theoretical foundation and successful real world applications. In our previous work, we had proposed the Personalized, Clustered, Bayesian Knowledge Tracing (PC-BKT) that personalizes learning of prior skills for each student and deals with the cold start problem. A clustering of both students and skills based on a student and skill capability matrix was used to learn the prior skills to deal with the cold start problem, which is the prediction for either new skills or new students.

The BKT models assume that a skill once learnt is never forgotten. But forgetting is pervasive. If a previously learnt skill is not used for a while, there is a higher chance of forgetting it. One of the factors that influence the forgetting is the time duration before the current attempt at using a skill and the previous attempt. In this paper, we incorporate forgetting as a time decay function in the student prediction model and show significant reduction in the false positive case and an increase in the accuracy of the student prediction for both the base BKT and PC-BKT models.

II. COGNITIVE LEARNING & FORGETTING

The durability of learning shows a strong correlation to the temporal distribution of multiple sessions [15, 3].

Research in the benefits of distribute practice suggest that long-term memory and retention generally improve when the sessions are spaced in time. The ideal temporal distribution of study can lead to almost double the retention [4]. Similar benefits of spaced studied are shown in acquiring conceptual skills and cognitive skill [2], in medicine [11] and in the classroom [16] and overall educational outcomes [8, 7].

The beneficial effects of temporal distribution of practice have been shown in domains that require motor skills such as music [17] and sports [10].
Though there are computational models to explain this phenomenon known as the distributed practice effect, there is not yet an application in the student models of Intelligent Tutoring Systems. This important cognitive principle has not yet been applied to real life applications [2, 7].

As a first step towards this, we model forgetting a skill in the Bayesian Knowledge Tracing algorithm. Qiu and Qi et al. explain that forgetting is a possible cognitive explanation for the over prediction of KT when considering the time students take to finish their tasks. However, they do not attempt to model forgetting within the BKT algorithm or update the knowledge components of a student.

III. STUDENT MODELING

A key feature of ITS systems is to guide adaptive behavior in e-learning: customize the learning content, select the items and the right sequence of items, customize content to devices and provide various types personalized feedback to the student. Two important requirements for this personalization are the estimation of student knowledge for skills, called student modeling and the ability to predict student performance.

Student performance prediction aims to predict the success or failure of a student for a given step of a problem based on the estimated skills required to solve the step.

We first estimate the latent student skills by learning from sequential data about student performance by considering factors such as answers to exercises and time taken to answer. A student model that maintains the skill levels for a student and predicts future performance of a student can be used for determining tutoring actions such as the choice of the next topic to teach, whether to provide help or thinking clues. Reports of student levels, performance and predictions assist teachers in tailoring appropriate interventions.

A. Bayesian Knowledge Tracing Model

The Bayesian Knowledge Trading model [5] is a four parameter model; with two knowledge parameters, the initial knowledge and the rate of learning, and two performance parameters the guess rate and slip rate.

- P (L0) is the initial probability that the student knows a particular skill.
- P (G) is probability of guessing correctly, if the student doesn’t know the skill.
- P (S) is probability of making a slip, if student does know the skill.
- P (T) is probability of learning the skill, if the student does not know the skill. Note that P (T) is assumed to be constant over time.

B. Knowledge Tracing Algorithm for BKT

The Knowledge Trading Algorithm is used to predict P (Ln) and to find out whether the student has mastered a particular skill. The probability that the student has learned/mastered the skill at opportunity (time) t is computed as follows

We find P (Ln|Action_n), the probability that the student has learned a skill just after completing step j given student performance Oj on previous steps, where Oj = {o1, o2, o3, ..., oj} is the student performance on the first j opportunities and Oi can be either correct or incorrect. This conditional probability obeys the recursion [1]:

\[
P(L_{n-1}|Correct_n) = \frac{P(L_{n-1}) \times (1 - P(S))}{P(L_{n-1}) \times (1 - P(S)) + (1 - P(L_{n-1})) \times P(G)}
\]

\[
P(L_{n-1}|Incorrect_n) = \frac{P(L_{n-1}) \times P(S)}{P(L_{n-1}) \times P(S) + (1 - P(L_{n-1})) \times (1 - P(G))}
\]

\[
P(L_{n-1}|Action_n) = P(L_{n-1}|Action_n) + (1 - P(L_{n-1}|Action_n) \times P(T)
\]

C. PC-BKT Model

In our previous work, we proposed an enhanced BKT model called the PC- BKT model that uses individual priors for each student and skill and combined it with dynamic clustering of students based on changing learning ability to deal with the cold start problem and show that PC-BKT significantly increases the accuracy of student prediction in both the general and the cold start problem [12].

Though we show a significant improvement in the overall prediction accuracy, there is room to improve the false positive. We posit that the lower accuracy in this case is because both BKT and PC-BKT assume that a skill once learnt is never forgotten and hence predicts success when a student may fail due to forgetting of skills.

D. Incorporating Forgetting into the BKT Model

Learning and forgetting are affected by the temporal distribution of study. It is well established that temporally spaced learning results in better learning outcomes when compared to the entire practice in one session [3].

The BKT model predicts student performance based on past student performance. The learning component of every attempt is tracked as a transition probability in the BKT mode. However, the BKT model does not take into account the temporal distribution of items attempted. We learn the transition probability forget from the data and find a small improvement in the prediction accuracy over the base model. We propose an alternative method of incorporating forgetting by updating the knowledge level for a skill based on the duration of the previous attempt at using the skill. An exponential decay function based on the time lag between the previous use of the skill is used update the knowledge level.
and show a significant increase in prediction accuracy over the base models.

IV. PROPOSED MODEL WITH DECAY

Our model is based on the assumption that the amount of learnt material that is remembered decays exponentially over time [19]. We use an exponential decay function to update the knowledge level so as to increase the prediction accuracy. Any quantity that decays by a fixed percent at regular intervals is said to possess exponential decay. Exponential rate of change,

\[ N(t) = N(t-30)e^{-\lambda(t/30)} \]

Where \( N \) is the knowledge level, \( \lambda \) is an exponential decay constant set to 0.1 [13] and \( t \) is the time interval. We assume that the chance of forgetting will increases if a student doesn’t attempt the skill within 30 days.

Algorithm 1. Algorithm for Forgetting in PC-BKT

N = #students; K = #skills; J = #items, D = #days
1: Procedure PC-BKTwithForget (N, K, J, D)
2: Compute Knowledge Sequence (K) Using Empirical Probabilities.
3: Compute Guess, Slip and transition rate Using K.
4: Calculate Initial Learning rate of student to each skill as per first performance.
5: Calculate Capability Matrix, B.
6: for i=0 to N do /*Training Phase*/
7: for k=0 to K do
8: if (k is not in j && (timestamp (j) - TS (k))! =0) then
9: D (k) = timestamp (j) – TS (k);
10: else
11: if (D (k) >= 30) then
12: \[ P_{ik}(t_{d=30}) = P_{ik}(t_{d=30})e^{-0.1(d/30)} \]
13: End if
14: Apply the update equation of PC-BKT
15: D (k) = 0
16: TS (k) = timestamp of j.
17: End if
18: end for
19: end for
20: Apply clustering on B
21: Calculate Mean P (L) for each cluster.
22: Predict the performance of Student on the task at time t+1.
23: end Procedure

V. EXPERIMENTS AND RESULTS

We enhance both BKT and PC_BKT models with the above to incorporate forgetting as a time decay function. Our proposed methods are compared with both the base models and the model with a fixed value for “forgetting”.

A. Dataset Used

For testing the proposed approached, we use the Cognitive Tutor dataset, from the Knowledge Discovery and Data Mining Challenge 2010 KDD Cup 2010 [9] from two different tutoring systems from multiple schools over multiple school years. The dataset contains 19 attributes. There are mainly 5 data sets: 3 development data sets and 2 challenge data sets from 2 different tutoring systems [9]. We used the Challenge dataset for this work which contains 3,310 students with 9,426,966 steps [9] and their original information is described as in Table 1 & 2. The technical challenges of this dataset include a sparse data matrix, the temporal dimension of the data and that the problem a given student sees is determined in part by student choices or past success history.

We used 240,000 log data of 200 students to test our models.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Size</th>
<th>#Attributes</th>
<th># Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algebra 2008-2009</td>
<td>3.1 GB</td>
<td>23</td>
<td>8,918,054</td>
</tr>
<tr>
<td>Algebra 2008-2009 test</td>
<td>124 MB</td>
<td>23</td>
<td>508,912</td>
</tr>
<tr>
<td>Bridge to Algebra 2008-2009 train</td>
<td>5.5 GB</td>
<td>21</td>
<td>20,012,498</td>
</tr>
<tr>
<td>Bridge to Algebra 2008-2009 test</td>
<td>135 MB</td>
<td>21</td>
<td>756,386</td>
</tr>
</tbody>
</table>

Table 1. KDD CUP 2010 Challenge Datasets

<table>
<thead>
<tr>
<th>Challenge Datasets</th>
<th>Students</th>
<th>Steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algebra 1 2008-2009</td>
<td>3,310</td>
<td>9,426,966</td>
</tr>
<tr>
<td>Bridge to Algebra 2008-2009</td>
<td>6,043</td>
<td>20,768,884</td>
</tr>
</tbody>
</table>

Table 2. Information of Original Datasets

B. Results

We compare the misclassification percentage of basic BKT model, the BKT with a fixed forget value that is learnt from data and BKT with decay function that depends on the time delay from the previous use of the skill. Fig. 1 shows that BKT with the learnt forget value has slightly lower misclassification as compared to the base BKT. But the percentage of misclassification in BKT with decay function is significantly lower as compared to other models.
Similarly, Fig. 2 shows the comparison of misclassification of the PC-BKT model with and without decay function. The comparison shows that model with decay function performs well as compared to other. Our experiments included two assumptions on the time interval, a minimum of 30 days or 45 days for forgetting. The figure shows that assumption with 30 days time interval performs better than the 45 days.

Fig 3 shows the comparison of Root Mean Square Error of Models. This comparison also proves that the decay function increases the performance accuracy.

Table 3 shows the comparison of accuracy of different models. This comparison also shows that using decay function in models improve their performances. The accuracy in the negative class increases by including forgetting as a time decay function.

Table 3. Comparison of Prediction Accuracy in %

<table>
<thead>
<tr>
<th>Models</th>
<th>Accuracy</th>
<th>+ve class</th>
<th>-ve class</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>BKT</td>
<td>50.8</td>
<td>57.6</td>
<td>24.1</td>
<td>0.7</td>
</tr>
<tr>
<td>BKT with forget</td>
<td>58.7</td>
<td>67.1</td>
<td>26.4</td>
<td>0.64</td>
</tr>
<tr>
<td>BKT with decay</td>
<td>70.9</td>
<td>78.8</td>
<td>40.4</td>
<td>0.54</td>
</tr>
<tr>
<td>PC-BKT</td>
<td>80.3</td>
<td>90.6</td>
<td>40.8</td>
<td>0.43</td>
</tr>
<tr>
<td>PC-BKT with forget</td>
<td>83.1</td>
<td>92.2</td>
<td>48.2</td>
<td>0.41</td>
</tr>
<tr>
<td>PC-BKT with decay</td>
<td>95.9</td>
<td>97.6</td>
<td>86.1</td>
<td>0.2</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

The BKT model typically sets the forget parameter to 0. We propose an enhancement in the original BKT model and our enhanced PC-BKT model by using a decay function to model forgetting of skills.

We use 240,000 log records of 200 students of the Knowledge Discovery and Data Mining Challenge 2010 dataset, and show that, in both the BKT and the PC-BKT models, the percentage of misclassification significantly reduces as our algorithm adjusts the learnt rate of a skill based on the time duration between the last use. We find that the duration of one month of not using a skill to be a reasonable amount of time for a student to start forgetting the skill. Setting the time duration to 45 days shows a smaller reduction in misclassification suggesting that forgetting starts earlier than 45 days, in this case by 30 days. Future work involves additional evaluations to estimate the time that forgetting begins to set. Future work also involves the study of other mathematical functions to model forgetting within the BKT models.
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