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Abstract-- Data authentication is one of the primary requisites in present day communication systems. In image processing, data authentication is implemented by using watermarking techniques. Nevertheless, whatever be the technique of watermarking, one of the important factors to be considered is robustness. In this paper we discuss about a novel robust method for digital watermarking in spatial domain. The method deals with an image in the spatial domain which is watermarked at different intensity subsections. Further, we have analyzed the performance of the proposed method by implementing the method using Verilog HDL & Matlab. A comparison of the proposed novel spatial domain method with the frequency domain method is also given here. We have implemented a frequency domain DCT/IDCT based digital watermarking as in [1] and [2]. We also compare the PSNR that can be obtained using the proposed spatial domain watermarking and the DCT/IDCT based watermarking.
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I. INTRODUCTION

Watermarking techniques can be broadly classified into two categories. They are spatial domain watermarking and frequency domain watermarking. Both have their own advantages and disadvantages. Majority of the present day watermarking techniques make use of the frequency domain. This is due to high robustness and ease of compression when compared to spatial domain. Frequency domain watermarking involves computation of the DCT/DWT of the pixel matrix of both the image as well as the watermarks to be embedded on it. Then both the DCT/DWT coefficients are scaled and added. Finally the resulting DCT/DWT coefficients are subjected to IDCT/IDWT computation. Here we can observe that in frequency domain watermarking, lot of complex logic is involved.

The computation of both DCT and DWT involves a lot of matrix multiplications and additions. This requires a large number of multipliers and adders. The power consumption in such a complex circuit will be humongous. Here we are proposing a novel method which involves watermarking in the spatial domain. In recent times spatial domain image watermarking is not much in use due to the low PSNR of this method. But the method that we propose is different from the conventional spatial domain watermarking and has a PSNR comparable to that of frequency domain watermarking.

The first section of the paper is a comparison of the two domains of digital image watermarking which are the frequency domain and the spatial domain. The next section deals with a novel and robust method for digital image watermarking in the spatial domain. The next part of the paper depicts the implementation of the same and the results which prove that the proposed method is robust. We have also included the comparison of the PSNR that can be obtained using this method and the frequency domain watermarking method. The watermarked images that were obtained by the proposed spatial domain watermarking technique are also given. The standard ‘Lena’ and ‘Cameraman’ images are used as the base images for testing the proposed spatial domain watermarking technique.

II. WATERMARKING IN FREQUENCY DOMAIN

Watermarking in frequency domain is the most common method of digital image watermarking. This can be done using different transforms like Discrete Cosine Transform (DCT), Discrete Sine Transform (DST), Discrete Hartley Transform (DHT) and Discrete Wavelet Transform (DWT) [2]. In the frequency domain watermarking, the two images (the image to be watermarked and the image on which the watermark should be laid) are transformed to the frequency domain. The frequency domain of the two images is added in different proportions using equation (1). The inverse transform of the output is taken to get the watermarked image.

\[ V'_i = V_i * (1 + \alpha * (X_i + \beta * W_i)) \]  \hspace{1cm} (1)

where \( V_i \) is the result of the added DCT of the two images, \( X_i \) is the DCT value of the image on which the watermarking is done and \( W_i \) is the DCT of the logo which is watermarked on the image. The constants \( \alpha \) and \( \beta \) decides the visibility of the watermark. For example, if the value of \( \beta \) is very less we obtain invisible watermark and as its value increases the visibility also increases. For the extraction of watermark the value of \( \alpha \) and \( \beta \) has to be known. So the extraction of the watermarking cannot be done by anyone who does not know the values. To increase the security...
there are also methods where in the values of $\alpha$ and $\beta$ are varied for each block and these values are known only to the owner, which is the principle used in image authentication or copyright [2]. Suppose we choose $\alpha$ to be 0.97 and $\beta$ to be 0.27 we get a watermark of average visibility. The visibility of the watermark can be decreased by decreasing the value of $\beta$ to 0.17. When it is decreased further we find that invisible watermark can be obtained.

For any image, bulk of its information is embedded in the lower frequencies. These low frequency components are referred to as detail coefficients. These coefficients have very little correlation between them. While computing the DCT or DWT more importance is given to the low frequency components than the high frequency components. Fig.1 shows the implementation of digital watermarking in frequency domain using Discrete Cosine Transform.

III. WATERMARKING IN SPATIAL DOMAIN

Conventional spatial domain watermarking is generally not in use due to its least reliability. In the spatial domain, pixels in randomly selected regions of the image are modified according to the signature or logo desired by the author of the product. This method is as simple as modifying the pixel values of the original image where the watermark should be embedded. Fig. 2 shows the block diagram of a spatial-domain data embedding system. Randomly selected image data are dithered by a small amount according to a predefined algorithm which may vary in complexity in practical systems. The algorithm defines the intensity and the position of the watermark on the original image. One of the major disadvantages of the conventional watermarking is that it can be easily extracted from the original image which makes this technique unsuitable for copyright authentication.

There are three factors that determine the parameters of the algorithm that is used in the spatial domain watermarking. The three factors are:

- The information associated with the signature- The signature is basically the watermark that we embed on the original image. The information of the signature is closely related to the size and quality of the signature.
- The secret random key- The secret key may be included in the process of watermarking to improve the security during transmission. If a key is also included, only the receiver who knows the key can extract the watermark and not any intruders.
- The masking property of the image- The masking property of the image is also related to the quality and composition of the image which signifies the clarity of the watermark on the original image.

One form of the data embedding algorithm is given by the equation (2),

$$\hat{y} = y + \alpha I$$  \hspace{1cm} (2)

Where $y(i,j)$ is the original image intensity at pixel position $(i,j)$, $\hat{y}$ is the marked image, and $\alpha I$ represents the embedded data in the form of small changes in intensity levels. The author of the watermark holds two keys:

- The regions of the image where the mark is hidden and
- The information in the watermark, $\alpha I$.

Given the marked image, the original owner will be able to recover the watermark by comparing the marked image with the original. In the reconstruction of the embedded watermark, the following computation is made,

$$I = (\hat{y} - y)/\alpha$$  \hspace{1cm} (3)

This is the simplest watermarking technique that can be used.
IV. DIVERSIFIED INTENSITY MATRIX

<table>
<thead>
<tr>
<th>Category</th>
<th>Pixel value range (P)</th>
<th>Diversified intensity matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$0 &lt; P \leq 63$</td>
<td>LL</td>
</tr>
<tr>
<td>2</td>
<td>$64 \leq P \leq 127$</td>
<td>LH</td>
</tr>
<tr>
<td>3</td>
<td>$128 \leq P \leq 191$</td>
<td>HL</td>
</tr>
<tr>
<td>4</td>
<td>$192 \leq P \leq 255$</td>
<td>HH</td>
</tr>
</tbody>
</table>

Figure 3. Diversified pixel intensity matrices

The pixel intensity matrix of the original image is compared with four predetermined constant terms. These constants for 8-bit encoded pixel data are 63, 127, 191, and 255. The four diversified pixel intensity matrices are named as lowest intensity matrix (LL), Intermediate Intensity Matrix (LH), Higher Intensity Matrix (HL), and Highest Intensity Matrix (HH) as shown in Fig 3.

Each pixel value is compared with these four constants and sorted into corresponding matrices that is given in Table I. The matrices thus obtained have one fourth the size of the original image matrix.

V. NOVEL METHOD OF SPATIAL DOMAIN WATERMARKING

The methodology that we used in the spatial domain watermarking involves the following steps. The first step involves the computation of the four diversified pixel intensity matrices for the original image, as well as the watermark, I to be embedded as shown in Fig 4. This is done by the comparator technique mentioned in the previous section. Once these eight matrices have been obtained, the four diversified pixel intensity matrices of the watermark is scaled by a constant, $\alpha$.

Similarly the four diversified intensity matrices of the original image to be watermarked is scaled by another factor $\beta$. Once these scaled matrices are obtained, one can do both visible as well as invisible watermarking.

A. Visible Watermarking

The eight matrices obtained after scaling are added together to obtain the watermarked image, $\hat{y}$. The visibility of the watermark can be varied by changing the value of $\alpha$ and $\beta$. Prior to the above addition, the values of the scaling factors, $\alpha$ and $\beta$ were experimentally determined to be 0.12 and 0.97 respectively.

B. Invisible Watermarking

The advantage of this type of watermarking is that one cannot identify the watermark that is embedded in the image. This is most commonly used for secret communication. For the process of invisible watermarking the scaling factors, $\alpha$ and $\beta$ were experimentally found to be 0.005 and 0.97.

C. Robustness of the Watermarking Technique

Digital image watermarking can be done for copyright authentication or secret communication. The former can be achieved by the invisible watermarking done by the novel proposed method. The latter should be tested for its robustness and hence we are using Pseudo Random Noise for the purpose of security. This noise was added to the watermarked image as a key with the intention of bringing about a variation in the pixel values. Robustness was checked by adding random noise along with the scaled and added versions of the diversified intensity matrices and then transmitted. To check the security aspect, we tried the extraction of the watermark without using the key, which was not possible. The normal watermark can be extracted out from the conventional spatial domain watermarked image just by subtracting the original image (Lena image) from the watermarked image. The security is ensured by the fact that direct subtraction of the original image from the watermarked image by an eavesdropper results in an unrecoverable blurred image with no resemblance to that of the watermark. Only the intended user can extract the watermark by using the same key at the receiver end. So this would prevent any eavesdropper from extracting the information embedded in the watermark, which makes the method suitable in security aspect as well.

Robustness of this watermarking technique can also be verified by use of pseudo random noise with the watermarked image. In this case an intruder who does not know the proper key that is multiplied with the image cannot extract the watermark.
VI. IMPLEMENTATION

The method of digital image watermarking that we have introduced is entirely different from the conventional spatial domain watermarking techniques. The proposed method of implementation is verified in MATLAB and then implemented in Verilog HDL. Then the simulation is done using Modelsim 6.2c. We also synthesized this design using Xilinx ISE 10.1. We have compared the conventional spatial domain watermarking with our method. It can be seen that the proposed method of watermarking is more secure than the conventional watermarking technique.

In the design proposed, we have used four comparator modules to classify the pixels into the diversified intensity matrices. The first stage in the implementation is the comparison of the pixel values and the classification of the values into four intensity groups. Out of the four matrices LL, LH, HL and HH, the lowest intensity pixels are classified into the HH matrix (that is with lowest pixel values). The similar classification of the four matrices is done in the image to be watermarked, using comparators. Now the two images are divided into four blocks based on the difference in the pixel values. Watermarking of the image can be done by adding the corresponding matrices with varying proportions. The proportion of the image to be added can be decided by the degree of visibility that is required in the watermarking. The results and analysis of this implementation is discussed in the next section of this paper.

VII. PROCEDURE

At first, MATLAB is used for generating the bit files of the intensity matrices or the pixel values for both the original image and the image to be watermarked. Then these bit files are taken as input to the implemented hardware block and the watermarked image is received at the output of the hardware module.

In the hardware, that is implemented using Verilog HDL, the different intensity matrices are computed and they are added. After the corresponding matrices have been added, the resultant matrix is converted into the bit file. This is the pixel values of the watermarked image. The bit file output is read into Matlab and is converted into the image, which is the watermarked image. The watermark or the signature can be retrieved by using the same tool and its PSNR to the original image can be calculated.

VIII. RESULTS

Fig.5 shows the results of implementation using the standard ‘Lena’ image which is the original image used and the image to be watermarked which is the logo of our university Amrita Vishwa Vidyapeetham. Fig.6 (c) shows the watermarked ‘Lena’ image using the proposed methodology of watermarking. For this visible watermarking we have used the $\alpha$ value to be 0.9 and $\beta$ value to be 0.12. Fig.6 (d) shows the result of the invisible watermarking done where we chose $\alpha$ value to be 0.9 and $\beta$ value to be 0.005.

The invisible watermarking is implemented by adding a different scaled version of the image to be watermarked to the original image. Finally it is retrieved by using a secret floating point number. The algorithm is implemented in Verilog HDL. The applicability of this method for any image is also verified using another standard image, which is the ‘Cameraman’ image. The watermarking is done using ‘Lena’ image as the base image and ‘Cameraman’ image is watermarked onto it. Results obtained are as shown in Fig.7. Here the original image is again the ‘Lena image’. Since similar results are obtained for both set of images, we can conclude that this method guarantees an average PSNR for any image that we consider.
The robustness of the method is given by the Peak Signal to Noise Ratio (PSNR) value of the retrieved image with respect to that of the original image. The value of PSNR for the proposed method is found out experimentally. The digital image watermarking was done by the proposed method and noise was added to it. We did the retrieval of the watermark from the watermarked image and the mean square error and the PSNR is found out. The Mean Square error, M.E and the PSNR of the retrieved image can be calculated by using the following equations (4) & (5).

\[ M.E = \frac{1}{(m*n)} \sum \sum (I_1(i,j) - I_2(i,j))^2 \]  
\[ PSNR = 10 \times \log \left( \frac{\max(I_1(i,j))^2}{M.E} \right) \text{ dB} \]  

Where m and n are the pixel dimensions of the image, I1 and I2 are the original and retrieved images respectively.

The results of the calculations for the proposed spatial domain watermarking and a standard frequency domain watermarking using DCT are as given in Table I. It can be seen that the PSNR value of the proposed method is comparable to the PSNR that can be obtained by the frequency domain watermarking which is most commonly used. The DCT based watermarking could give a PSNR of 33.16 and the novel spatial domain gives a PSNR of 29.66 dB which shows that our method is reliable and robust. The comparison is made with the implementation done using DCT algorithm [1].

From Table II it is clear that the proposed method of digital image watermarking is reliable to a good extend since it gives a PSNR value comparable to the PSNR value that can be obtained by the frequency domain watermarking for the same set of images used.

**IX. CONCLUSION**

The novel spatial domain watermarking is implemented using Verilog HDL in Xilinx FPGA. The image to bit file conversion and the bit file to image conversion is done using Matlab. We have also implemented the frequency domain watermarking as mentioned in [1] & [2]. The PSNR of the proposed algorithm is found and is compared to the PSNR of the frequency domain algorithms used at present. The watermarked images and the PSNR obtained using the proposed method ensures robustness and quality of the watermarked image. Hence the method can serve as a suitable substitute for other algorithms available at present.
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