Spike Encoding for Pattern Recognition: Comparing Cerebellum Granular Layer Encoding and BSA algorithms
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Abstract—Spiking neural encoding models allow classification of real world tasks to suit for brain-machine interfaces in addition to serving as internal models. We developed a new spike encoding model inspired from cerebellum granular layer and tested different classification techniques like SVM, Naïve Bayes, MLP for training spiking neural networks to perform pattern recognition tasks on encoded datasets. As a precursor to spiking network-based pattern recognition, in this study, real world datasets were encoded into spike trains. The objective of this study was to encode information from datasets into spiking neuron patterns that were relevant for spiking neural networks and for conventional machine learning algorithms. In this initial study, we present a new approach similar to cerebellum granular layer encoding and compared it with BSA encoding techniques. We have also compared the efficiency of the encoded dataset with different datasets and with standard machine learning algorithms.
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I. INTRODUCTION

Cerebellum has always been considered as a look-up table [1] and as a pattern classifier [2] coordinating controlled limb movement [3] and learning [4]. For this coordinated learning process, the cerebellum acts an error-correction mechanism where it detects novelty between intended and actual movement patterns [2] [5]. Based on the modular organization and functioning of cerebellum, there are several models like spiking neural networks (SNN) [6], [7], artificial neural networks [8], [9] and internal models [10], [11] which have been used in control theory and artificial intelligence. Robotics is another key area where these models had been applied to perform real-time classification of bio-sIGNALs like electromyographic (EMG) and electroencephalographic (EEG) signals [12]. These signals were used as non-invasive measures for prosthetic limb movement which could restore the lost motor functions [13]. For this application, SNNs are usually employed, where the input data is first encoded [14] in the form of spikes or spike trains. There are different neural encoding schemes [14]–[18] to convert real time data into spike trains. These spike trains are the temporal sequence of action potentials generated by a neuron which can be modeled using different neuronal models like leaky integrate and fire (LIF) model and adaptive exponential integrate and fire (AdEx) [19] model.

Previous studies on pattern classifications showed that cerebellar micro-circuitry was involved in learning new sensorimotor associations through adaptation [2], [4]. This was followed by the introduction of perceptron like model with different learning algorithms [20]–[22] to classify the incoming spike generated using LIF model. Recent studies have shown that classification of EEG based signals for different disease conditions like epilepsy can be obtained with the help of different encoding schemes as well as supervised learning algorithms [17], [23], [24]. Learning algorithms like Finite Precision (FP) learning and High-Threshold Projection (HTP)
have been used to generate output spikes with specified temporal tolerance for associated inputs [25].

The goal of this paper was to model spiking neuron patterns for datasets to be classified by spiking neural networks and conventional machine learning algorithms. Toward this goal, a new encoding scheme was developed that could reconstruct spiking patterns as seen in cerebellum granular layer. The spike trains or spikes obtained from our encoding algorithm is given as the input to the SNN and the output spikes obtained from the SNN is decoded back to real-world data.

In this paper, we address how a bio-inspired representation was developed to encode data as patterns of action potentials or spikes. In order to compare, a preexisting encoding-decoding scheme was implemented based on Bens Spike Algorithm (BSA) [17]. Real world datasets were converted into patterns similar to in vitro and in vivo rat cerebellum granule cell firing patterns [26]. Eighteen different firing patterns were modeled using an Adaptive Exponential leaky integrate and fire (AdEx) model [19]. These spike patterns were given as input to a feed-forward spiking neural network for pattern recognition. These encoding schemes were tested on some machine learning datasets obtained from UCI Machine Learning repository [27].

II. METHODS

A. Encoding of real world data into neural information

For encoding datasets to spikes or spike trains, different encoding schemes [14], [17], [18] including spiking neural network and impulse response filters models were used.

1) BSA Encoding Scheme

Bens Spike Algorithm uses rate encoding employing average number of spikes per unit time. The algorithm included a Finite Impulse Response (FIR) reconstruction filter and a threshold value. A fixed threshold value of 0.86 has been used for implementing BSA [28]. BSA encoding algorithm works by converting real world data or signals into spike trains. Real world data has been normalized using the min-max normalization (1) method [29] to the range of filter values.

\[
\text{Norm}_{\text{data}} = \frac{\text{data}-\min(\text{data})}{\max(\text{data})-\min(\text{data})} \times (\text{new}_\text{max}-\text{new}_\text{min})+\text{new}_\text{min} \quad (1)
\]

Here \( \text{Norm}_{\text{data}} \) refers to the normalized value, \( \text{data} \) refers to the current value, \( \min(\text{data}) \) and \( \max(\text{data}) \) refers to the minimum and maximum value, \( \text{new}_\text{max} \) and \( \text{new}_\text{min} \) refers to the maximum and minimum values to which the current values are normalized to.

The FIR filter minimizes the mean square error between the input and estimated stimulus. Estimated stimulus \( s_{\text{est}} \) was calculated using (2), as shown in [17].

\[
s_{\text{est}} = (h * x)(t) = \int_{-\infty}^{\infty} x(t-\tau)h(\tau)d\tau = \sum_{k=1}^{N} h(t-t_k) \quad (2)
\]

Here \( h(t) \) refers to filter response, \( t \) refers to the current time, \( t_k \) refers to the firing times of the neuron, \( N \) refers to the number of filter taps and \( x(t) \) was found by (3)

\[
x(t) = \sum_{k=1}^{N} \delta(t-t_k) \quad (3)
\]

After estimating the stimulus, two error metrics (4), (5) were calculated at every time point \( \tau \), for smoothening the frequency and amplitude characteristics in BSA [28].

\[
\text{Error}_1 = \sum_{k=0}^{N} \text{abs}(s(k+\tau)-h(k)) \quad (4)
\]

\[
\text{Error}_2 = \sum_{k=0}^{N} \text{abs}(s(k+\tau)) \quad (5)
\]

Where \( s \) denotes the input stimulus.

The input data was subtracted repeatedly using FIR filters with a 1 bit shift per iteration until all the results became zero. If the first error metric (i.e. error1) was less than the second one (i.e. error2) minus threshold, then a spike was emitted and subtracted the FIR filter from the input dataset. Otherwise, no spikes were emitted. The standard filter values used were \(<1, 4, 9, 5, -2> \) as indicated in [24]. Thus, the spiking patterns were obtained in the binary form.

2) BSA using different filters

By using FDA (Filter Design and Analysis) tool in Matlab [30], different FIR filter values were generated. Equiripple [30] as well as Window FIR [30] design methods with different response types such as low-pass, high-pass and band-pass were used to generate the filter values of the order 8. Filter coefficients were generated and normalized to a range 1-10, by using min-max normalization method [29]. These filter values were used to generate spike patterns with the BSA encoding.

3) Look-up table based encoding

As a novelty, cerebellum-inspired encoding scheme was used which mapped inputs to known physiological conditions. In vivo and in vitro granule neuron firing patterns obtained from [26] have been used for the spiking behavior. Adaptive exponential integrate and fire (AdEx) spiking neuron model has been used to mimic these neuronal firing behaviors [26], [31]. This model contains only two differential equations (6) and (7) with a reset condition (8) as shown in [19]. Equation (6) refers to membrane potential \( V \) being computed, while (7) refers to adaptation current \( w \) being calculated when a current I was injected.

\[
C \frac{dV}{dt} = -g_L(V-E_L)+g_L\Delta T \exp(\frac{V-V_T}{\Delta T})+I-w \quad (6)
\]

\[
\tau_w \frac{dw}{dt} = a(V-E_l) - w \quad (7)
\]

Here \( C \) refers to total capacitance, \( g_L \) refers to total leak conductance, \( E_L \) refers to effective rest potential, \( AT \) refers to threshold slope factor, \( V_T \) refers to effective threshold potential, \( V_r \) refers to reset potential, \( \tau_w \) refers to adaptation time constant, \( a \) refers to adaptation coupling parameter, \( b \) refers to spike triggered adaptation.

When the membrane potential crossed the threshold, a reset function was applied and the membrane potential as well as adaptation current variables were reset with the following conditions:

\[
\text{if } V > 0, \text{ then } \left\{ \begin{array}{l}
V \rightarrow V_r \\
w \rightarrow w + b
\end{array} \right. \quad (8)
\]

Depending on different parameter values, different firing patterns were generated. The focus was only on the granular layer network [26], so tonic spiking patterns were generated. The parameter values to reproduce the tonic spiking pattern has been
shown in Table 1. The parameters I and \( E_i \) changed depending on each input.

**B. Simple Spiking Neural Network**

Simple spiking neural model helps to understand the neural dynamics and the input-output associations. In several studies, different learning rules like Multi-SpikeProp [32] and RProp [33] were used with SNNs. The neural network was created using simple AdEx [19] model which contain 2 layers, the first layer resembling the granular layer and the second layer resembling a single Purkinje neuron, whose output was computed for classification. A similar study [25] with LIF dynamics and the input-output associations. In several studies, different learning rules like Multi-SpikeProp [32] and RProp [33] were used with SNNs. The neural network was created to zero,

\[
PSP = \omega^T x_i(t) = \sum \omega_i x_i(t) \tag{9}
\]

Where, each input afferent, \( i \), emitted spikes at time \( \{t_i\} \) and \( \omega_i \) was afferent’s synaptic efficacy and \( x_i(t) \) was computed as:

\[
x_i(t) = \sum_{t_i < t} u(t - t_i) \tag{10}
\]

Where, \( u(t) = U_0(e^{-\frac{t}{\tau_m}} - e^{-\frac{t}{\tau_r}}) \), with \( \tau_m \) being the membrane constant and \( \tau_r \) being the synaptic time constant and given as \( \tau_m = 4\tau_e \) [34]. \( \tau_m \) value was chosen as 30ms for the study within a time window 1ms. The generated PSP was used to compute Purkinje cell response. After spiking, the membrane equation was reset and the supra-threshold potential \( U(t) \) was estimated as in (11).

\[
U(t) = \omega^T x(t) - U_{thr} x_{reset}(t) \tag{11}
\]

Here \( U_{thr} \) refers to threshold potential. Modeling the reset to zero, \( x_{reset} \) was computed by,

\[
x_{reset}(t) = \sum_{t_{spike} < t} u_r(t - t_{spike}) \tag{12}
\]

Here, \( \{t_{spike}\} \) refers to the output spike times and \( u_r(t) \) was found as reported in (13).

\[
u_r(t) = e^{-\frac{t}{\tau_m}} \tag{13}
\]

An adapted version of the High Threshold Projection (HTP) algorithm [25] was used as a learning rule to update weights.

The algorithmic implementation of HTP in our encoding includes 3 conditions in order to have an output spike:

1. \( U(t_d) = U_{thr} \), where \( U_{thr} \) was the threshold potential (linear equality constraint)
2. \( \frac{du}{dt}(t_d) \geq 0 \) for all \( t_d \) (linear inequality constraint)
3. \( U(t) < U_{thr} \) for all \( t \) except \( t_d \) (linear inequality constraint)

Feed forward Spiking Algorithm (adaptation of HTP Algorithm [25]):

**Begin**

1. Initialize the weight \( \omega \) with random numbers
2. For every pattern in the training set
   a. Present the pattern to the network and calculate the PSP using (9)
   b. For output neuron
      i. Create a set of error times, \( \{t_{err}\} \) and find the error
      ii. Stop if no error found i.e. all equality and inequality constraints are satisfied.
      iii. Construct a set of input labeled patterns, \( \{(x,y)\} \), where \( x=x(t_{err}) \), \( y=-1 \) if \( t_{err} \) is above the suprathreshold, else \( x= \) diff(\( x(t_{err}) \)), \( y=+1 \) if \( t_{err}=t_d \).
      iv. Add the constructed set to \( x \).
   c. End

**End**

**III. RESULTS**

**A. Encoding of signals to spike train**

We have developed a cerebellum inspired model to understand the electrophysiological properties of neuron in terms of what it does as a function or simply the neural excitability. For this, different encoding schemes were used.

Encodings were tested on different datasets like weather dataset [27], lung cancer dataset [27] and a robotic arm dataset [35] to test encoding.

**1) Encoding using BSA**

Spiking patterns were generated as 1’s and 0’s using BSA encoding. Here 1’s represent action potentials and 0’s represent non spiking information. Time period used to generate a single spike was 100ms [36]. Fig. 1A shows the firing patterns generated by BSA encoding scheme.
Using the BSA encoding scheme, the dataset was normalized within the range of filter values since classifiers and clustering mechanisms look at the generalization capability for non-specific dataset and by using spike encodings, the dataset was made non-specific. A threshold value of 0.86 [28] was used. By using FDA (Filter Design and Analysis) tool, we designed different FIR filter values by using Equiripple [37] as well as Window [37] FIR design methods and also different response types such as low-pass, high-pass and band-pass. Generated spike patterns from the designed filters are in binary data format. By using AdEx spiking neuron model, value 1 was mapped to single spike and the value 0 to no spikes. Spike patterns were generated within 100ms.

2) Granule layer encoding using biophysical model

In this method, 18 different granule cell firing patterns from biophysical model were generated. Based on each input different patterns are generated within 200ms. (Fig. 1B)

In this encoding scheme, dataset normalization was done within the range of 1 and 18 since 18 different in vivo and in vitro granule cell firing patterns that can be seen in physiological conditions were used. Unlike the BSA, which used only 1 parameter to calculate the filter value, here we used a lookup kind of approach which changes the nine AdEx parameters for every pattern. Normalized input was mapped to different physiological conditions as seen in neurophysiology experiments and generated different spiking patterns using AdEx model. Fig.1 showed the two different encoding schemes used to generate spike patterns. Fig. 1A shows the spikes generated with <1, 4, 9, 5, -2> filter using BSA encoding scheme and Fig. 1B shows the spikes generated using granule layer encoding scheme for the inputs {2,1,1,2} and {3,2,1,2} in a weather dataset.

Different algorithms were tested on the dataset with 66% split to compare the efficiency of the datasets used after the encoding. Classifiers on lung cancer dataset demonstrated higher efficiency compared to robotic arm dataset and weather dataset.

Algorithms like linear SVM and nonlinear SVM with polynomial kernels of order 3 and 4, Naïve Bayes, J48, Random forest and MLP with different hidden layers and learning rates on the real dataset and encoded dataset with different filters after normalization. Filter1 = [1, 4, 9, 5, -2] and filter2 = [2.8037, 1.0000, 4.4688, 7.9375, 10.0000] were used. For the lung cancer dataset, non-linear SVM and MLP (with 11 hidden layers and 0.023 learning rate) showed higher accuracy (Fig. 2) while for the robotic arm dataset, random forest and MLP (with 3 hidden layers and 0.1 learning rate) showed higher accuracy. Weather dataset showed a consistent rate of 60% accuracy for all the classifiers except random forest.

Classification results are shown in Table II. Fig. 2 shows the comparison of different machine learning algorithms on lung cancer dataset.

B. Spiking Perceptron model for encoded dataset

1) Feed-forward Dynamics

We have modelled the adaptation based on Hebbian-like learning process to mimic the dynamics observed in the molecular layer of cerebellum.

![Fig. 1. Encoding Using BSA and Granule Layer Encoding. Generation of spike trains as potential (y-axis) with time (x-axis). A shows encoded spike patterns using BSA encoding for two different input patterns. B shows encoded spike patterns using granule layer encoding for the same two input patterns.](image1)

![Fig. 2: Comparison of training efficiency on lung cancer dataset for different classifiers. SVM and MLP (11 hidden layers and 0.023 learning rate), showed higher efficiency compared to other machine learning methods.](image2)
to reach a threshold \((U_{\text{thr}} = 40\text{mV})\), to generate a spike. This was based on a simple perceptron model where each neuron performed a weighted sum of its incoming spikes and generated output \([9]\).

2) Reproducing Purkinje Neuron like Firing Behavior

Spike trains from the encoding scheme were applied to the spiking neuron network. A perceptron-like activity based network was reconstructed as seen in the Purkinje Neuron model (Fig 4) with spikes as 1 and rest as 0s. Spike patterns were applied to the feed-forward dynamics (9), where the output pattern was generated from these input afferents based on the Perceptron. The Purkinje-like firing pattern was simulated which was taken as the output of our system. That is, after applying the feed-forward dynamics, the output should be either as seen in Fig 4.

IV. CONCLUSION

We have reconstructed an encoding process via spiking behavior as seen in the cerebellar circuits. In this effort, different encoding schemes like granule layer encoding scheme and BSA encoding schemes were used to encode datasets as spike trains. In BSA encoding scheme, different filters were used including those created with the FDA tool. Matching physiological patterns to represent granule layer encoding, helped convert machine learning datasets into spike trains, which could be used by prediction-correction scheme based brain-computer interfaces (BCIs).

| Algorithm                  | Classification Accuracy (%) | Weather Dataset |
|----------------------------|-----------------------------|-----------------
|                            | Robotic Arm Dataset         | Lung-Cancer Dataset | Granule Layer Encoding |
|                            | Without normalization       | Without normalization | Without normalization |
|                            | BSA Encoding with normalization | BSA Encoding with normalization | Granule Layer Encoding |
|                            | Filter1 Filter2             | Filter1 Filter2 | Filter1 Filter2 |
| SVM (linear)               | 60.53 55.26 57.89 73       | 81.82 77.27 81.82 67 | 60 60 40 60 |
| SVM (nonlinear kernel-3)   | 50 50 50 50                 | 81.82 81.82 81.82 81 | 60 60 60 60 |
| SVM (nonlinear kernel-4)   | 50 50 50 50                 | 81.82 81.82 81.82 81 | 60 60 60 60 |
| Naïve Bayes                | 68.42 55.26 52.63 68       | 18.18 77.27 72.73 60 | 60 60 40 60 |
| J48                        | 50 60.53 52.63 55           | 81.82 80.30 81.82 81 | 60 60 40 60 |
| Random Forest              | 65.79 63.16 55.26 71       | 81.82 74.24 80.30 80 | 60 40 40 80 |
| MLP (Hidden Layers-3, Learning Rate-0.1, Training Time- 100) | 60.53 63.16 52.63 71 | 81.82 69.70 72.73 66 | 60 60 60 60 |
| MLP (Hidden Layers-11, Learning Rate-0.023, Training Time- 100) | 60.53 50 55.26 71 | 81.82 81.82 81.82 67 | 60 60 60 60 |

represented the spike timing. B shows the voltage trace after inputs were summed up which they received from the input afferents according to the feed-forward dynamics with respect to PSP (y-axis) vs time (x-axis). When it reached above a threshold \((U_{\text{thr}})\), output spikes were being generated.

Through the encoding schemes, we have tried to abstract the sparse encoding as seen in cerebellum granular layer using bursting and spiking patterns. The role of inter-spike intervals are yet to be explored. While comparing encoded patterns and datasets, lung cancer dataset showed better efficacy than on other datasets suggesting the more the features a unique encoded pattern is formed which helps in classification. Linear and nonlinear SVM and MLP showed better accuracy than other classifiers. The comparison of the proposed model with the existing model in terms of computation is still to be explored.

Fig. 3. Feed-Forward Dynamics. A shows an example of input pattern where each pattern showed the activity of each input afferent, where the vertical bar
A feed-forward spiking neural network was reconstructed along with this as a goal to reconstruct the cerebellum like network where the input is given in the form of spikes as seen in the cerebellar micro-circuitry where the input propagate through each layer and an output is being produced. We are looking at the generalization capabilities of spiking classifiers for non-specific data using spike encoding. Currently an extension of the work would be to implement the HTP algorithm [25] as a learning rule which updates a set of weights which could be used for input-output associations for the feed forward spiking neural network. The results have implications that could be used for several direct and non-invasive BCI requiring physiological signals to be used for operating devices [38].
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